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A B S T R A C T   

Following the idea that citizens' regulatory preferences matter for the acceptance and success of policy measures, 
this paper investigates citizens' support for the regulation of Artificial Intelligence (AI). The focus lies on the 
transparency and the ecological sustainability of AI as two key challenges tied to possible long-term impacts on 
societies. Findings from survey data representative of the German population show overall moderate to strong 
support for the government regulating AI. Perceived regulatory competence of policymakers is positively asso-
ciated with citizens' support for soft regulation. Lower trust in tech companies is linked to a lower readiness to 
rely on soft regulation, but not to more demand for hard regulation. While regulatory preferences barely map on 
political conflict lines, people's future orientation emerges as a strong correlate of support for both hard and soft 
regulation. Citizens thus seem to perceive a clear sustainability dimension in the development and governance of 
AI.   

1. Introduction 

Information technologies and applications of Artificial Intelligence 
(AI), both in government and in the private sector, offer novel solutions 
for addressing sustainability challenges (Estevez & Janowski, 2013; 
Vinuesa, Azizpour, Leite, et al., 2020; Zuiderwijk, Chen, & Salem, 2021). 
However, they also create problems of their own in regard to sustain-
ability (Kankanhalli, Charalabidis, & Mellouli, 2019; Nishant, Kennedy, 
& Corbett, 2020; van Wynsberghe, 2021). Governing the trajectory of 
technological and societal change with a view toward the sustainability 
of emerging technology, like AI, demands a suitable choice of regulatory 
instruments by policymakers. This paper focuses on the issue of regu-
lation for sustainable AI from a perspective that centers on citizens' 
views. It studies regulatory preferences concerning aspects of AI for mass 
consumer markets that are linked to long-term impacts of the technology 
use. In this way, it offers insights on the question of what form of 
regulation – if any – do citizens want from their governments and for 
what reasons. 

This perspective is rooted in the central assumption, drawn from the 
existing literature on regulatory preferences, that the extent to which 
policies align with citizens' preferences matters for whether policies are 
successfully adopted and effective (e.g. Ingold, Stadelmann-Steffen, & 

Kammermann, 2019; Wüstenhagen, Wolsink, & Bürer, 2007). Previous 
research has shown that there is often considerable variation in what 
regulation citizens want and that this variation is linked to citizens 
dispositions, including their personal values and political attitudes (e.g. 
Dietz, Dan, & Shwom, 2007; Harring, 2016; Harring & Jagers, 2013; 
Kallbekken, Garcia, & Korneliussen, 2013; Leiserowitz, 2006; Steg, 
Dreijerink, & Abrahamse, 2005; Stoutenborough, Bromley-Trujillo, & 
Vedlitz, 2014, 2014; Tosun, Schaub, & Fleig, 2020). Looking at citizens' 
regulatory preferences can yield insights into which policies are ex-
pected to be supported – and thus likely to meet with compliance – and 
for what reasons. This is especially relevant in fields addressing 
emerging technology, such as AI, where a political debate on suitable 
regulation is ongoing and regulation is inchoate. 

Empirical evidence on citizens' preferences concerning the regula-
tion of AI, particularly regarding sustainability, is still sparse. Studies on 
the European Union (EU; European Commission, 2017), the United 
States (Zhang & Dafoe, 2019), the United Kingdom (Ada Lovelace 
Institute & The Alan Turing Institute, 2023), and Germany (Kieslich, 
Keller, & Starke, 2022) suggest that citizens generally want AI to be 
carefully managed, but we lack knowledge about what this means more 
precisely in terms of support for different regulatory instruments and 
with regard to specific aspects of AI that may create regulatory demand. 
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Additionally, we do not know which citizens are more supportive of 
hard (i.e., binding, coercive) versus soft (i.e., non-binding, voluntary) 
regulation, and whether there are latent conflicts over the governance of 
AI in society that may even become entangled with political divides. For 
instance, AI's impact on labor markets generates losers mainly among 
routine works, while also producing a large group that profits 
economically from the technological change – with consequences for 
welfare policy preferences and voting behavior (Gallego & Kurer, 2022). 
Further divisions could arise from how people want risks associated with 
digital technologies, like AI, to be governed. 

However, attitudes toward emerging technologies are usually not yet 
consolidated and firmly embedded into political conflict dimensions 
(Pidgeon, Harthorn, & Satterfield, 2011: 1695). While attitudes toward 
AI regulation could parallel those for other risk technologies, like nu-
clear energy and nanotechnology, it is an empirical question as to what 
extent previous findings on regulatory preferences pertain to AI regu-
lation. AI differs from other risk technologies since many AI applications 
are already or will become widespread among consumers who will enjoy 
the various benefits linked to AI. Existing survey evidence suggests that 
people see various benefits to AI, such as greater convenience and novel 
services, but also several risks, such as undesirable biases and unfair 
discrimination of opaque applications (Araujo, de Vreese, Helberger, 
et al., 2018; European Commission, 2020a; Grzymek & Puntschuh, 
2019; Zhang & Dafoe, 2019). Therefore, citizens may have conflicted 
views about AI, leaving it an open question as to how much and what 
kind of regulation they support. Citizens who have formed positive 
views of AI systems and the tech companies behind them may be 
skeptical of regulation. These companies, intend to cultivate a positive 
image and try to avoid constraining regulation by presenting regulation 
as a barrier to innovation and better services for consumers (see e.g. 
Kalyanpur & Newman, 2019; Nemitz, 2018). Hence, tech companies 
may enjoy considerable trust among consumers to the extent that they 
offer widely used AI-based products and services that consumers 
cherish. At the same time, given the novelty and complexity of the topic, 
governments may lack regulatory competence in the eyes of the public. 
Under these circumstances there might be a notable reluctance among 
citizens to support regulation, particularly hard regulation. 

Due to the widespread use of consumer applications, systemic effects 
of AI become especially important. Besides very direct and palpable 
possible harms, such as erroneous decisions and unfair discrimination in 
settings with high stakes, like credit ratings or recidivism assessments, 
AI can also have more long-term and diffuse impacts on society that are 
less palpable. It is especially an open question what citizens think about 
AI regulation when it comes to aspects of AI that matter for such long- 
term systemic impacts. As one survey on citizens' views about AI and 
environmental sustainability has shown, people perceive AI's benefits to 
outweigh the risks and harms, but they also see the responsibility to 
address risks lying with politicians (Akyürek, Kieslich, Došenović, et al., 
2022). This could mean that they want little regulation, but also that 
they want substantial regulation even though they have an overall 
positive view about the technology itself. 

Based on these considerations, the present paper focuses on attitudes 
toward AI regulation concerning aspects that are particularly relevant 
for long-term systemic impacts. It draws on survey data representative of 
the German population to study how much citizens support soft and 
hard regulation of AI. By asking about regulatory preferences regarding 
(i) the transparency and (ii) the ecological sustainability, specifically 
regarding the use of energy use of AI, the survey was designed to include 
questions on aspects of AI that concern two central sustainability di-
mensions involving systemic and long-term impacts of AI on society. The 
first challenge is that consumers may face opaque AI systems that 
increasingly intervene in or govern their lives, thus impairing their 
personal autonomy (Krafft, Zweig, & König, 2020; Lepri, Oliver, 
Letouzé, et al., 2018; Mittelstadt, Allo, Taddeo, et al., 2016). A second 
major challenge is the growing resource and energy use of AI (Cowls, 
Tsamados, Taddeo, & Floridi, 2021; Dauvergne, 2021), particularly in 

light of the growing energy consumption of data centers (IEA, 2020) and 
the exponential energy demand of advanced forms of machine learning 
(Schwartz, Dodge, Smith, et al., 2019; Thompson, Greenewald, Lee, 
et al., 2020). As a result, regulating the transparency and the ecological 
sustainability of AI will be crucial in preventing the emergence of an 
unsustainable information infrastructure. Therefore, evidence on regu-
latory preferences in these domains are of particular value to both 
scholarly and policymaking debates. 

2. Theoretical assumptions and hypotheses 

2.1. Regulating AI as an emerging technology 

Emerging technologies create uncertainty for policymakers and de-
mand the partial establishment of novel regulatory frameworks to 
address possible short- and long-term risks (Lewallen, 2021; Mandel, 
2009; Taeihagh, Ramesh, & Howlett, 2021). Regarding AI, important 
legislation is already under way to deal with the risks of this technology. 
The most far-reaching set of policies regulating AI to date, which has 
been proposed and adopted by the EU, includes strong rules that protect 
people from harm and safeguard their autonomy when interacting with 
certain AI systems. The EU's General Data Protection Regulation (Art. 
22) guarantees an opt-out from automated decisions made about an 
individual. Furthermore, the EU's Data Services Act aims to provide 
transparency of the algorithms operating on online platforms by stipu-
lating user-facing transparency obligations as well as third-party 
auditing for large platforms (Leistner, 2021). The policy most directly 
and comprehensively covering AI, however, is the EU's AI Act, which 
entails a risk-based regulation that demands more far-reaching re-
quirements regarding the transparency and testing of AI systems (Eu-
ropean Commission, 2022). 

This policy bans certain AI systems that can manipulate individuals 
or exploit their vulnerabilities and it stipulates strong transparency and 
risk management requirements for so-called high-risk AI systems. These 
are systems that pose a significant risk to the health, safety, or funda-
mental rights of persons, meaning they are commonly used for high- 
stakes decisions about individuals, such as in recruitment or for credit 
default assessments. However, even for these high-risk systems, the 
mechanisms to ensure transparency are rather general and leave room 
for interpretation. For applications with lower risks (“limited” and 
“minimal or no risk”), more basic transparency obligations or no obli-
gations at all apply. Consequently, many applications developed for 
consumer markets that entail low direct risks, such as recommender 
systems, are likely to avoid stronger transparency rules. 

Overall, existing regulation primarily addresses the more concrete 
and directly palpable effects, such as wrong decisions (e.g., in the case of 
autonomous vehicles) or unfair discrimination, which have been dis-
cussed in public debate and have, at times, received considerable media 
attention. Yet, beyond the more substantial potential harms of AI and 
even with comparatively harmless consumer applications, AI systems 
can still have diffused adverse effects on people's autonomy. By gradu-
ally becoming normalized in people's lives and providing convenience 
through recommending or making decisions for them, AI systems may 
successively induce a soft paternalism (Laitinen & Sahlgren, 2021). 
Furthermore, negative environmental impacts of AI applications, as 
another more indirect and systemic potential impact, especially of 
widely used applications, is hardly covered by existing or planned 
regulation of AI. Notably, the EU AI Act mentions environmental risks of 
AI use only in passing and envisages voluntary measures. 

Due to their prevalence, AI applications for mass consumer markets 
are highly relevant with regard to the potential systemic and long-term 
impacts of AI regarding creeping paternalism and environmental harms. 
At the same time, it is these applications and impacts that are least 
covered by existing regulatory efforts. Their regulation is also the most 
likely to be malleable in the context of ongoing political debates on how 
to regulate AI. This makes the study of citizen attitudes toward AI 
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regulation concerning long-term systemic impacts on society particu-
larly pertinent, especially since public support for policies can become a 
key resource for political movements and policymakers (Dietz et al., 
2007: 187). Policymakers also tend to be reluctant to adopt policy in-
struments if the public does not support them. Low support for policies 
in the populace will also mean reduced compliance, in turn decreasing 
the effectiveness of policies (Tosun et al., 2020: 137). These consider-
ations motivated the focus on citizen attitudes toward AI regulation. 

2.2. Citizens' regulatory preferences 

Although regulatory preferences regarding AI is a scarcely 
researched area, it can directly build on extensive research on regulatory 
preferences in the larger public concerning other policy areas, such as 
nanotechnology, genetically modified organisms, and energy. A com-
mon approach in this work is to study correlations between the support 
for different regulatory instruments, with a particular focus on differing 
support for soft regulation (e.g., information or positive incentives) and 
hard regulation (e.g., strict regulation through laws or bans). This 
approach will also guide the analysis of regulatory preferences con-
cerning the transparency and energy efficiency of AI. 

Contributions on citizens' regulatory preferences are not only scat-
tered over different policy areas, but also show heterogeneity in the 
hypothesized determinants on which they focus. For the purpose of a 
coherent analytical framework underlying the analysis, we systematize 
predictors examined in the literature according to the element of regu-
latory action that they concern as shown in Fig. 1. Regulatory prefer-
ences can depend on (1) people's attitudes toward policymakers who are 
responsible for the regulation (e.g. Cho & Moon, 2019; Hammar & 
Jagers, 2006; Harring, 2016; Kitt, Axsen, Long, et al., 2021; Tosun et al., 
2020), (2) their general disposition on different forms of regulation and 
the role of the state, mainly market-based versus command-and-control 
(e.g. Dietz et al., 2007; Ingold et al., 2019; Stadelmann-Steffen & Eder, 
2021; Stoutenborough et al., 2014), (3) the target of the regulation (e.g. 
Aghion, Algan, Cahuc, et al., 2010; Cho & Moon, 2019; Harring, 2016; 
Kitt et al., 2021; Pinotti, 2012), and (4) their attitudes toward the 
desired goals and possible impacts of the regulatory action – or a lack 
thereof (e.g. Dietz et al., 2007; Graham, Bland, Cookson, et al., 2017; 
Tosun et al., 2020). The hypotheses formulated in the following section 
include relevant variables covering all four aspects. 

When investigating how different predictors are associated with 
regulatory preferences, it is not enough to simply look at the absolute 
support (or refusal) for different forms of regulation. If, for example, 
some personal disposition is not related to support for hard regulation, 
but is negatively related to soft regulation, this still means that hard 
regulation becomes relatively more acceptable to some people. We thus 
formulate the hypotheses in a way that also focus on the relation be-
tween hard and soft regulation, mirroring previous studies on regulatory 

preferences and allowing for more direct ties to other findings in existing 
research. 

2.3. Correlates of regulatory preferences regarding AI 

Turning first to the role of attitudes toward the regulating actors, we 
follow the argument that the perceived competence of the political ac-
tors responsible for devising suitable regulation shapes the support for 
regulatory measures (Cho & Moon, 2019; Kitt et al., 2021). If perceived 
competence is low, we would expect citizens to be more reluctant to 
accept any regulation. To the extent that they do support any regulation, 
they will be more welcoming of soft instruments, which effectively 
leaves regulation to the market and those operating within it, while 
being less likely to support hard regulation by the state, which depends 
on competent political actors. 

H1a. The lower the perceived regulatory competence of policy actors, 
the more that person supports no or soft rather than hard regulation of 
AI. 

Besides their regulatory capacity, trust in the main institutions 
responsible for finding adequate regulatory institutions may also affect 
the regulation citizens that want. Following the seminal work on polit-
ical support by Easton (1975), one can distinguish the evaluations of 
actors' performance and competence as a form of specific political sup-
port from a more fundamental trust in political institutions, which 
Easton deemed diffuse political support. From this follows that even if 
citizens are not satisfied with policymakers' actions and do not attest 
them high competence, they may still have trust in the working of the 
political system. Research in other policy areas has argued that people 
who have little trust in policy actors and political institutions are less 
likely to support far-reaching regulation (Hammar & Jagers, 2006; 
Harring, 2016; Kitt et al., 2021; Tosun et al., 2020). A lack of trust in 
core institutions involved in policymaking, i.e. mainly the government 
and parliament, is therefore likely to translate into citizens supporting 
no or soft and voluntary regulation of AI, such as information-based 
instruments and positive incentives, rather than hard regulation, such 
as laws. 

H1b. The less a person trusts core political institutions involved in 
policymaking, the more that person supports no or soft rather than hard 
regulation of AI. 

How much citizens support market-based or state-based regulation 
also generally depends on their preference regarding the extent of state 
intervention versus reliance on the market (Cho & Moon, 2019; Dietz 
et al., 2007; Ingold et al., 2019; Stadelmann-Steffen & Eder, 2021; 
Stoutenborough et al., 2014). This argument can be applied to the 
regulation of AI as much as to any other domain of regulation. 
Accordingly, one would expect that a market-liberal stance means a 

Fig. 1. Analytical framework.  
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stronger support for no or soft regulatory instruments that do not 
constrain market actors rather than hard regulation that imposes rigid 
restrictions on businesses. 

H2. The more market-liberal a person is, the more that person supports 
no or soft rather than hard regulation. 

Although policymakers are primarily responsible for establishing a 
regulatory framework, the perceived adequacy of different regulatory 
instruments also depends on those who form the target of the regulation, 
typically businesses or citizens depending on the concrete regulatory 
domain (Aghion et al., 2010; Cho & Moon, 2019; Harring, 2016; Harring 
& Jagers, 2013; Kitt et al., 2021; Pinotti, 2012): If low trust reflects a 
perceived risk of defection, then information and positive incentives are 
inadequate and insufficient as they will allow non-compliance, whereas 
state intervention becomes more suitable in relation to soft measures. 
Transferring this argument to the regulation of AI, we would expect that 
a lack of trust in technology companies developing and operating AI 
would lead to greater reluctance among citizens to rely on non- 
regulation or self-regulation and voluntary measures as opposed to 
hard regulation. 

H3. The lower the trust in technology companies, the higher support is 
for hard regulation rather than no or soft regulation of AI. 

Finally, the dimension of goals and impacts of regulation can also 
play a role for citizens' evaluations of regulatory action. As noted above, 
the focus of the analysis is on the two aspects of transparency and energy 
efficiency of AI, which are both tied to sustainability concerns. Unlike 
with other regulatory action, the impacts of the regulation regarding 
those two domains are indirect and systemic rather than affecting citi-
zens directly, e.g., in terms of distributional consequences and the 
allocation of risk. This means that differences regarding citizens' ex-
pected impacts of the regulation itself – e.g., consequences for fairness, 
liberties, and costs (see e.g. Harring & Jagers, 2018; Jakobsson, Fujii, & 
Gärling, 2000; Schade & Schlag, 2003) – are not as relevant for the 
purpose of our analysis. However, citizens' perceived importance of the 
goals and the risks that regulation is supposed to deal with can be pre-
sumed to inform their evaluation of regulatory instruments. If the gen-
eral goals of regulating transparency and energy efficiency of AI are felt 
as deeply important to citizens, we would expect them to show support 
for more far-reaching, i.e. for hard rather than no or soft regulation. 

Since the goals are domain-specific, we will test two dispositions that 
can be presumed to lie behind the felt importance of regulating the 
transparency of AI and the energy of AI respectively. First, since a lack of 
transparency means less control over AI systems, desire for control 
(Burger & Cooper, 1979) is a strong candidate for shaping citizens de-
mand for effectively regulating transparency of AI (Gaudiello, Zibetti, 
Lefort, et al., 2016; Syahrivar, Gyulavári, Jászberényi, et al., 2021): If a 
person values self-reliance and being in control, they are unlikely to 
accept conditions under which decision-making is opaque and particu-
larly non-transparent automated decision-making by AI. Second, in the 
same vein, support for more far-reaching and stricter regulation of the 
energy efficiency of AI is likely to depend on how much citizens value 
the protection of the environment – and thus how much they are con-
cerned about environmental harms. Hence, if citizens show strong 
environmental concern, they are likely to demand hard rather than no or 
soft regulation. We will thus test the following two hypotheses. 

H4b. The stronger a person's desire for control, the more that person 
supports hard rather than no or soft regulation regarding the trans-
parency of AI. 

H4b. The more strongly a person is concerned about the environment, 
the more that person supports hard rather than no or soft regulation 
regarding the ecological sustainability of AI. 

These two additional dispositions are potentially even more relevant 
than political policy positions. At the same time, it is possible that they 

are both interrelated. For instance, a stronger market-liberal stance is 
likely to run counter to a strong environmental concern. It remains to be 
seen which of these variables emerges as important predictors of support 
for no, soft, or hard regulation of AI in the areas of transparency and 
energy use. 

3. Data and method 

3.1. Sample 

The study uses original survey data collected from participants in 
Germany. The sample has been drawn from an online panel that is 
hosted by respondi AG and is representative of the German population 
aged 18 to 74 based on quotas for gender, age, and region (see Annex A1 
for sample composition). On the one hand, existing evidence suggests 
that AI perceptions in Germany are comparable to those in other Euro-
pean countries (Grzymek & Puntschuh, 2019). On the other hand, the 
German population seems to be, on average, more risk averse and 
skeptical toward new technologies than other societies (Metag & Mar-
cinkowski, 2014; Mundorf, Dholakia, Dholakia, et al., 1996), and 
environmental concern is very pronounced among Germans (Franzen & 
Meyer, 2010; Gellrich, 2021; Wurster, 2010). This context therefore 
makes it more likely to register support for stricter regulation of AI, 
specifically with regard to transparency and ecological sustainability. 

3.2. Measures 

Dependent variables. Since we asked respondents about the regulation 
of the rather unfamiliar issues of AI transparency and energy use, the 
survey included two introductory pages on AI systems. This established 
what AI is in simple terms and illustrated, with the example of AI as-
sistants (an application that understands natural language commands 
and performs tasks for the user), how AI can differ with regard to 
transparency and to energy use – not only of the devices that run the AI, 
but also in external data use, mainly through data centers. The intro-
duction familiarized respondents with the topic of AI and referred to 
concrete challenges introduced by AI. 

It is important to note that while AI comes in many different forms 
that entail very different purposes and risks, our focus lies on a specific 
group of consumer-oriented AI applications, specifically in the form of 
AI assistants. While these may be less contested than other AI systems, 
like recidivism risk assessments, we chose them precisely because reg-
ulatory preferences are less clear and because these systems, as they are 
intended for mass-markets, are more likely to have less palpable long- 
term aggregate effects on societies. 

The formulation of the questions to measure citizens' regulatory 
preferences is based on the distinction between (1) binding regulation, 
(2) incentives, and (3) persuasion – or sticks, carrots, and sermons – with 
the extent of coercion of the target of regulation decreasing from the first 
to the last (Sager, 2009; Vedung, 1998).1 While the first of three cate-
gories clearly refers to hard regulation the third refers to soft regulation. 
Incentives, in turn lies somewhat between the two and, depending on 
the concrete instruments, could be closer to hard or to soft regulation. It 
is an empirical question whether citizens discriminate between these 
categories. 

Drawing on the distinction between the three categories, we use a set 
of rating items for overall six regulatory instruments in both examined 
areas of regulation (i.e., transparency and energy use): bans, legal 
measures, negative incentives, positive incentives, labels, and 

1 While the governance literature also conceptualizes further dimensions for 
distinguishing policy instruments (e.g. Treib, Bähr, & Falkner, 2007) we follow 
previous work on regulatory preferences by focusing on the extent to which 
policies are coercive, reflecting a continuum from state-versus-marked-based 
and voluntary governance. 
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information (see Annex A2 for details). Rather than relying on bipolar 
measures directly capturing trade-offs between forms of regulation, as 
they are regularly used in related research, the chosen measures aim at 
shedding light on the absolute level of support for different forms of 
regulation. In doing so, we can show for each instrument whether there 
is support for its use, and if so, to what extent. This is particularly 
instructive with this hardly researched topic of AI, as empirical evidence 
on regulatory preferences is scarce and it allows us to examine whether 
citizens, on average, show clear differences in their absolute support for 
a variety of instruments. At the same time, by studying and comparing 
support for policies that range from soft to hard regulation, we can also 
examine to what degree relevant predictors are associated with different 
forms of regulation and regulatory intensity. 

To create the dependent variables, preferences regarding the regu-
lation of (i) the transparency and (ii) the environmental sustainability of 
AI, we first inspect the dimensionality of our items. People may show a 
preference for several regulatory instruments that is (partly) indepen-
dent from their preference for other instruments – and their preference 
might not reproduce the distinction between the three categories 
mentioned above. Using exploratory factor analysis (oblique rotation) 
based on maximum likelihood estimation over the six items, we obtain 
two dimensions (Table 1). The pattern is overall very clear with little 
overlap between factors. Hence, empirically, we do not obtain a third 
form of regulation, but instead find two dimensions that correspond 
largely to a difference between soft and hard regulation. It is plausible 
that the variable for negative incentives show the worst separation be-
tween factors in both analyses as this instrument is restrictive, while still 
being clearly softer than legal standards or bans – i.e. lies between hard 
and soft regulation. Based on these results, we generate additive scales 
for soft and hard instruments in the two studied domains, i.e., trans-
parency and energy efficiency of AI (for mean and standard deviation, 
see results section). The reliability of the resulting scales is good, with a 
Cronbach alpha of 0.76 and higher. 

Independent variables. Trust in government (M = 3.97, SD = 1.81) and 
trust in parliament (M = 4.07, SD = 1.77) are each measured with a 
rating item scaled from 1 (do not trust at all) to 7 (trust a lot). An 
identically scaled rating item serves to measure trust in technology 
companies, i.e. the target of regulation (M = 3.80, SD = 1.51). To 
measure the perceived competence of policymakers, we included items 
in the survey that asked about the competence of the parties in parlia-
ment in regulating AI with regard to (a) transparency and (b) environ-
mental sustainability. For both dimensions, a competence perception 
variable has been created in the form of the mean over all seven parties 
in parliament (missing values have been imputed with the mean, (M =
2.54, SD = 1.05 and M = 2.52, SD = 0.98, respectively). 

Respondents' socio-economic political position, capturing their 
market-liberal versus pro-state orientation, is measured by means of a 
rating item from the German Longitudinal Election Study (Roßteutscher, 
Schmitt-Beck, Schoen, et al., 2018) on a seven-point scale (M = 2.95, SD 
= 1.65). Desire for control is based on a validated scale developed by 

Burger (1989). As the entire scale is relatively long and not all subscales 
are equally relevant for our purposes, we use only the items for the 
dimension of desire for self-control according to the analysis by Parker 
(2009). The six items we use to construct this subscale show a Cron-
bach's Alpha of 0.74 (M = 3.80, SD = 0.87). The items for environmental 
concern are based on a scale developed by the German Environment 
Agency, which could be used without translation (Geiger & Holzhauer, 
2020). The seven items refer to different aspects of environmental 
concern. In an exploratory factor analysis, they yield three dimensions, 
with the third dimension consisting of a single item. We thus discard this 
singular item and use the first two dimensions. While the second cap-
tures a concern for harms to the environment, the items of the first 
dimension indicate a future orientation, with the highest-loading item 
reflecting concerns for future generations and their living conditions (for 
details, see Annex A3). Although Cronbach's Alpha for all seven items 
amounts to 0.81, we use the more differentiated measures in the form of 
two subscales. Their reliability scores are 0.73 and 0.78 (M = 3.68, SD =
1.02 and M = 4.14, SD = 0.87, respectively). 

The analysis also includes a range of control variables. Since support 
particularly for more restrictive regulation could be driven by a general 
fear of technology, we include a variable for technophobia (Rosen & 
Weil, 1995) that is based on a scale established in previous studies 
(Nimrod, 2018; Sinkovics, Stöttinger, Schlegelmilch, et al., 2002). In 
light of the length of the full scale, we included only items belonging to 
the dimension “human versus machine ambiguity” (Sinkovics et al., 
2002: 486) to avoid respondent fatigue while still collecting relevant 
information on technophobia for our analysis. The ten items show a 
Cronbach's Alpha for this scale of 0.92 (M = 1.98, SD = 0.87, five-point 
scale). We also include a measure of self-reported AI knowledge, ranged 
from 1 (no knowledge) to 6 (very good knowledge), in the analysis (M =
2.83, SD = 1.28). Finally, standard sociodemographic control variables 
for political interest (scaled from 1 to 5, M = 3.47, SD = 1.08), age (M =
47.62, SD = 15.65), education (coded as 1 if a person has attained upper 
secondary tier education and 0 if not), and gender (1 = female, 0 = male 
or diverse) are also included.2 An overview of all independent variables 
is provided in Table 2. 

Table 1 
Results from exploratory factor analyses.   

Transparency Energy use 

Policy instrument Factor 1 Factor 2 Factor 1 Factor 2 

Information 0.762 0.008 0.829 − 0.061 
Labels 0.933 − 0.120 0.885 − 0.084 
Positive incentives 0.612 0.058 0.682 0.060 
Negative incentives 0.172 0.458 0.269 0.484 
Hard provisions (legal standards) 0.222 0.641 0.248 0.659 
Bans − 0.196 0.953 − 0.161 0.999 
Eigenvalue 1.943 1.548 2.095 1.681 
Cumulative explained variance 0.324 0.582 0.349 0.628 
Cronbach's Alpha 0.79 0.76 0.82 0.84 

Notes: Maximum likelihood factor analysis with oblique rotation. Cronbach's 
Alpha has been calculated for the respective items marked in bold. 

Table 2 
Overview of the measures for the independent variables.  

Measure n Range Mean Std. 
deviation 

Trust in government 1025 [1;7] 3.97 1.81 
Trust in parliament 1025 [1;7] 4.07 1.77 
Perceived regulatory competence of 

policymakers: transparency 
1025 [1;5] 2.54 1.05 

Perceived regulatory competence of 
policymakers: energy efficiency 

1025 [1;5] 2.52 0.98 

Trust in technology companies 1025 [1;7] 3.80 1.51 
Market-liberal 1025 [1;7] 2.95 1.65 
Desire for control 984 [1;5] 3.80 0.87 
Environmental concern: harm to nature 977 [1;5] 3.68 1.02 
Environmental concern: future 

orientation 
977 [1;5] 4.14 0.87 

Technophobia 966 [1;5] 1.98 0.87 
AI knowledge (self-assessed) 1025 [1;6] 2.83 1.28 
Political interest 1025 [1;5] 3.47 1.08 
Age 1025 [18;74] 47.62 15.65 
Gender: female 1025 [0;1] 0.50 0.50 
High formal education 1025 [0;1] 0.58 0.49  

2 Gender was asked with three response categories, but as the number of 
respondents self-categorized as diverse (2) was too low for statistical analyses, 
we coded the mode (female) as 1 and combined the other two categories. 
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3.3. Analytical approach 

To ease interpretation, all variables are normed to a scale from 0 to 1 
for the analysis. Before performing the analysis, we also apply an 
attention check included in the desirability of control item battery and a 
control question confirming the usability of the responses. After these 
filters, 1025 cases remain in the analysis. As the dependent variables are 
metric, we use OLS regressions to estimate the association of our pre-
dictors with those variables. We also perform additional analyses for 
individual instruments and with other model specifications. To more 
directly test a preference for hard regulation (i.e. negative incentives, 
legal standards, and bans) over soft regulation (i.e. information, labels, 
and positive incentives), we construct additional dependent variables 
that directly measure how much respondents prefer the former over the 
latter by subtracting the scores for soft regulation from the scores for 
hard regulation. A further variant of the dependent variables tested in 
further analyses is all regulatory instruments taken together into com-
bined scales (Cronbach's Alpha = 0.83 and 0.87 for transparency and 
energy efficiency respectively). We also estimate models with perceived 
effectiveness of regulation as the dependent variable as this allows us to 
examine whether a lack of association with support for regulation of 
some predictors is tied to a lack of perceived effectiveness. Results from 
these are detailed in the Annex. 

4. Results 

4.1. Description of the dependent variables 

Looking at the distribution of the dependent variables, they are all 
clearly skewed toward the right and above the mid-point of the scale. 
Support for soft regulation both regarding AI transparency and energy 
efficiency lies at 3.9 and 3.8 (both SD = 0.9) respectively on the five- 
point scale. Support for hard regulation is lower, but still moderate 
with scores of 3.5 and 3.6 (both SD = 1.0) for transparency and energy 
efficiency respectively.3 Overall, these findings indicate that citizens 
more strongly support regulation of AI. Citizens willingness to support 
soft regulation somewhat more than hard regulation of AI is similar to 
what has been found in research on renewable energy policies (Ingold 
et al., 2019; Stadelmann-Steffen & Eder, 2021), as well as the regulation 
of other risk technologies, such as nano foods (Chuah, Leong, Cum-
mings, et al., 2018). Only with respect to climate change policies and the 
prevention of environmental pollution do studies find stronger support 
for hard than for soft regulation (Harring, 2016; Huber, Wicki, & Ber-
nauer, 2020; Tosun et al., 2020). Further research is needed to shed light 
on what lies behind such differences. However, when contextualizing 
the findings from the preceding section in the broader literature, it 
seems at least plausible that citizens see AI – similar to renewable energy 
– as an issue that is less directly associated with an immediate threat 
than climate change. Thus, people may not see an acute need for hard 
measures but are willing to accept regulations that go beyond mere 
reliance on free markets. This is notable considering other survey evi-
dence from Germany which indicates that people's perceived potential 
positive effects of AI on environmental sustainability clearly outweigh 
the perceived negative effects (Akyürek et al., 2022). 

Regressing the dependent variables on the set of predictors included 
in the analysis yields the results shown in Fig. 2 (for table, see Annex 
A4). The findings from this analysis, specifically how these relate to 
theoretical assumptions and previous research on regulatory prefer-
ences, will be described in the following sections. 

4.2. Testing predictors of regulatory preferences 

Attitudes toward regulating actors. The results are only partly in line 
with H1a and suggest that the perceived regulatory competence of 
policymakers does matter, but is only linked positively with soft regu-
lation – which parallels findings by Cho and Moon (2019) in the area of 
environmental policy.4 It appears that perceived competence of poli-
cymakers translates into more support for soft measures, but that it is not 
enough to encourage citizens to demand stricter measures. Only acute 
reasons may lead citizens to demand hard instruments.5 Therefore it 
shows that policymakers can, through evoking an image of competence, 
only engender support for soft regulation based on the expected effec-
tiveness of regulation.6 One should note that the perceived average 
competence of German parties in the Bundestag regarding AI regulation 
in the examined areas is below the mid-point of the five-point scale (2.54 
for transparence and 2.52 for energy efficiency). Consequently, there is 
plenty of headspace for policymakers to increase support for soft regu-
lation based on their image of being competent in regulating AI. 

Trust in government and in parliament, in turn, play no role in 
influencing citizens' support of hard and soft regulation of AI in the areas 
of transparency and energy use, leading us to reject H1b. This confuting 
finding adds to the negative evidence among largely positive evidence 
on the role of trust in regulating actors. While some contributions found 
trust in policymakers to go along with greater support for stricter 
regulation (Davidovic & Harring, 2020; Hammar & Jagers, 2006; Har-
ring, 2016; Tosun et al., 2020), others did not find this association (Dietz 
et al., 2007). At least with regard to AI, perceived competence of poli-
cymakers is clearly a better predictor, which is in line with findings on 
climate policy acceptance by Kitt et al. (2021). 

General orientation toward state intervention. Economic policy prefer-
ences are found to be a relevant predictor in the regression models 
depicted in Fig. 2, similar to what has been established in various other 
contributions on regulatory preferences (Dietz et al., 2007; Ingold et al., 
2019; Stadelmann-Steffen & Eder, 2021; Stoutenborough et al., 2014). 
While a market-liberal stance is not linked to lower support for soft 
regulation, it does show a significant negative association with hard 
regulation, supporting H2. However, overall, the regulatory preferences 
regarding transparency and energy efficiency of AI are not markedly 
aligned with political ideology, which suggests that they are not (yet) 
politicized.7 

Attitudes toward the target of regulation. According to the evidence, the 
more people trust the technology sector, ceteris paribus, the greater 
their readiness to support soft regulation transparency and energy 

3 Paired t-tests yield highly significant differences between soft and hard 
regulation (two-sided tests, t = 9.74, df = 1023 and t = 12.33, df = 1022, for 
transparency and energy efficiency respectively). 

4 Additional analyses show that when using the perceived competence of the 
government parties instead of all parties, there is not even any significant as-
sociation with the dependent variables (Annex A5).  

5 Additional analyses with perceived effectiveness of the regulatory measures 
as the dependent variable show a clear positive association between perceived 
competence and perceived effectiveness of both hard and soft regulation 
(Annex A6). This means that although perceived competence does translate into 
perceived effectiveness of hard regulation, this does not suffice to urge higher 
support for such regulation.  

6 Although one also obtains a positive coefficient for perceived regulatory 
competence when estimating models with overall support for regulation (soft 
plus hard) as the dependent variable, this relationship can be attributed to the 
positive association with soft regulation (see Annex A7).  

7 The explanatory power of policy preferences is absorbed by variables 
expressing environmental concern. Without these variables, the variable for a 
market-liberal policy stance is more clearly significant in the models for hard 
regulation and becomes significant in the models for soft regulation (see Annex 
A8). A more market-liberal position is also negative and statistically significant 
under alpha <0.05 when using soft and hard support taken together as the 
dependent variable (see Annex A7). 
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efficiency of AI.8 For hard regulation, however, the coefficients are not 
significant under conventional levels.9 While this goes partly against H3, 
the findings also imply that greater trust in tech companies translates 
into a higher support for soft regulation in relation to hard regulation, 
which is still in line with H3 and mirrors findings by Dietz et al. (2007) 
on climate policy.10 The results suggest that the tech sector is capable of 
convincing citizens that market-based, soft regulation is the suitable 
approach to AI through fostering a positive image among the larger 
public. At the same time, they seem to be able to avoid public calls for 
hard regulation if they do not have or lose trust among citizens. 

Attitudes toward the importance of the goals of regulation. Desire for 
control and environmental concern have been included in the analysis to 
capture how much citizens value the goals at which regulation is aimed 
in the two areas of transparency and energy efficiency of AI. Based on 
the findings in Fig. 2, we have to reject the hypothesis H4a that desire for 

control is predictive of preferences toward the regulation of AI trans-
parency.11 On the other hand, environmental concern stands as the 
single most important construct in the analysis, a finding that adds to 
previous evidence on preferences for environmental and health policies 
(Dietz et al., 2007; Graham et al., 2017; Tosun et al., 2020). 

Strikingly, environmental concern is associated with more support 
for both soft and hard regulation, not only regarding energy efficiency, 
which supports H4b, but also regarding transparency of AI. The clearest 
association emerges with the variable reflecting concern for future 
generations and their environment. The coefficient of concern for harms 
to nature is weaker and reaches conventional levels of statistical sig-
nificance in three of the four models shown in Fig. 2.12 These findings 
suggest that concern for the environment of future generations captures 
more than merely environmentalism and concern for human harms to 
nature.13 The variable that reflects a future orientation shows a very 
clear positive association with the dependent variables in all four 
models, even while simultaneously including concern for harms to na-
ture: For soft and hard regulation of both transparency and the energy 

Fig. 2. Results from OSL regressions. Models with main political variables and control variables. Unstandardized regression coefficients with 95%-confidence in-
tervals. Independent variables are normed to a range from 0 to 1. R2 is 0.18 and 0.25 for the models estimated for soft regulation and 0.12 and 0.16 for hard 
regulation (N = 948 for regulation of transparency, N = 947 for regulation of energy efficiency). 

8 Additional models (see Annex A6) also show that trust in tech companies 
has a very clear positive association with perceived effectiveness of soft in-
struments. The coefficient for hard instruments, although still significant under 
0.05, is less than half that size. Trust thus seems to imply the expectation that 
businesses will behave accordingly under regulation that stresses information, 
labels, and positive incentives – and this translates into support for such 
regulation. 

9 In additional regression models using overall support (hard plus soft regu-
lation) as the dependent variable, trust in tech companies shows no consistent 
relationship with the dependent variables (see Annex A7).  
10 This interpretation is corroborated by additional estimated models 

expressly using support for hard minus soft regulation as the dependent vari-
able (see Annex A9). 

11 Additional regression models for individual instruments (Annex A10 and 
A11) show that desire for control is only consistently linked to support for in-
formation measures and is otherwise irrelevant.  
12 Additional regression analyses (not tabled) show that when removing the 

variable for environmental concern capturing a future orientation, concern for 
damages to nature has a significant positive coefficient that is almost the size of 
the former variable.  
13 When using only the item that most directly asks about concern for future 

generations, the results are substantively identical (see Annex A12). 
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efficiency of AI.14 

All in all, citizens seem to perceive AI as a technology that can have 
far-reaching, undesirable consequences for humankind regarding envi-
ronmental aspects, but also other dimensions. This is because a general 
concern for the future of society and social development (not only for 
environmental harms) means citizens are calling for more – soft as much 
as hard – regulation of AI in general. It is important to note that this 
variable on a future orientation is skewed toward higher values, 
meaning that it is uncommon not to care about future generations. It is 
those who do not show a clear concern for future generations who are, 
ceteris paribus, less supportive of AI regulation. 

Control variables and discussion of limitations. Turning, finally, to the 
control variables, political interest seems to lie behind higher support for 
soft regulation, and women, ceteris paribus, are more supportive of soft 
regulatory instruments. Otherwise, there are consistent associations of a 
control variable with the dependent variables. Overall, the models can 
explain a respectable portion of variance that is comparable to what has 
commonly been obtained in other studies on regulatory preferences (e.g. 
Pitlik & Kouba, 2015; Stoutenborough et al., 2014; Tosun et al., 2020). 
The adjusted R2 is 17.7 and 24.5%, respectively, for the models esti-
mated for soft regulation as the dependent variable. Support for hard 
regulation appears to be harder to predict. The adjusted R2 is 12.3 and 
16.1, respectively, for the corresponding models. 

We should also take into consideration the limitations of our study. 
First, while the analysis has uncovered a central importance of a future 
orientation for the regulation of not only ecologically sustainable, but 
also of transparent AI, this finding should be further corroborated with 
alternative measures that completely delink future orientation from 
environmental concern. Second, like in many other studies on regulatory 
preferences, the findings come from a single case, Germany, and may not 
hold equally in other contexts. Although the studied relationships are of 
a rather general sort and Germany does not seem to differ from other 
European countries regarding AI attitudes in the populace, varying po-
litical conditions could mean that some political variables show 
different associations with the dependent variables. Third, the analysis 
has been designed around AI systems that are consumer-oriented and 
provide services, e.g., in the form of assisting with certain tasks and 
decisions. The long-term systematic impacts of an increasing prevalence 
of such AI systems are particularly relevant with such applications that 
are likely to have very broad usage. Nonetheless, one should bear in 
mind that AI cannot be defined as a singular thing because AI comes in 
many different forms and can be used for many different purposes and 
with different risks involved. Citizens' attitudes toward AI may thus look 
different when looking at other risks and forms of AI than those focused 
on in the analysis above. Fourth, we note that the data does not permit a 
causal interpretation of the registered association. Like previous studies 
on citizens' regulatory preferences, our findings primarily shed light on 
which individual characteristics are related to regulatory preferences 
and accordingly, on the question of which kinds of citizens are more 
supportive of soft or hard regulation. To study more in depth the causal 
relevance of the predictors examined above, experimental studies are an 
important alternative approach that could complement and corroborate 
the presented findings. Finally, it is important to observe that, over time, 
policies may also shape attitudes rather than just the other way around. 
However, studying such trends will require long-term observations via 
regular surveys within larger projects such as the project MeMo:KI for 
the context of Germany. 

5. Discussion 

AI is an emerging general-purpose technology that promises to bring 
new and improved products and services in a vast number of areas. It is, 
however, also a risk technology as its adoption and use can have unin-
tended – or even intended – harmful consequences and may entail 
negative, long-term effects on society. Whereas risks associated with AI 
may lead citizens to demand far-reaching regulation of the technology, 
the benefits that they already reap from its use today or potentially in the 
future may well depress demand for strong regulation. 

The findings presented above suggest that citizens support moderate 
to strong regulation of AI for dealing with two core challenges that are 
tied to the potential long-term societal impacts of AI on personal au-
tonomy and the environment: the transparency and the energy effi-
ciency of AI, respectively. The analysis of German survey data has 
yielded evidence of moderate to strong support for regulation in both of 
these areas. Citizens want policymakers to govern the transparency and 
energy efficiency of AI. This support for AI regulation is notable when 
considering that consumers seem to show little concern for transparency 
and especially energy efficiency of AI in their personal choices, even if 
they state those issues to be important (König, Wurster, & Siewert, 
2022). However, support for hard regulation (bans, legal standards, 
negative incentives) is lower than for soft regulation (information, la-
bels, positive incentives). 

Compared to regulatory preferences regarding climate change pol-
icy, citizens appear to be somewhat reluctant to call for strict regulation 
of the technology regarding its transparency and environmental foot-
print. In this sense, the current regulatory approach on the EU level may 
strike a balance that is well aligned with citizens' regulatory preferences 
– as it involves voluntary governance, but also, to some degree, moves 
toward binding legislation (Smuha, 2021: 75). Yet, its differentiated 
risk-based regulation of transparency requirements (European Com-
mission, 2020) and its emphasis on soft instruments in the area of green 
IT (European Commission, 2021) may ultimately not be enough to meet 
citizens' demand for AI regulation. At the same time, stronger regulation 
can hinder innovation and reduce possibilities of creating value from 
data. Strict rules governing AI may also impede the uptake of AI in 
public administration and constrain its ability to leverage AI to produce 
value for society (Mikalef, Lemmer, & Schaefer, 2022). 

What kind of regulation citizens see fit depends, in some part, on the 
image of tech companies. The evidence suggests that higher trust in 
these companies, while not reducing support for hard regulation, is 
associated with greater support for market-based regulation and soft 
instruments, such as information and labels. This puts the tech sector in 
a politically and rhetorically strong position. Citizens appear to find soft 
instruments less acceptable the less they trust tech companies and doubt 
their compliance with these measures. At the same time, gambling away 
people's trust may not induce demand for stricter regulation. Addition-
ally, the perceived regulatory competence of policymakers only trans-
lates into support for soft regulation. Not only is the average perceived 
competence of policymakers low, but even if it rises, it does not lead 
citizens to demand stricter regulation involving binding rules or even 
bans – again indicating a certain reluctance among citizens to demand 
corresponding measures. 

AI and its regulation are furthermore discernibly, but weakly, linked 
to citizens' positions on an economic policy dimension, indicating that 
AI is, thus far, not politicized and attitudes toward its regulation are 
hardly induced by ideological affinities. The most important predictor in 
the analysis, both regarding support for hard and soft regulation, is a 
concern for future generations and their living conditions. The findings 
suggest that citizens do perceive a sustainability dimension in the 
development and governance of AI and recognize risks of the technology 
for the future of humankind. A considerable part of the population see AI 
regulation as a political task to shape the future trajectory of societies 
and is thus likely to expect expressly future-oriented action by policy-
makers in their governance of the technology. 

14 When estimating additional models with dependent variables measuring 
overall support for regulation, adding up support for soft and hard regulation, 
the variable for future orientation again shows clearly the strongest association 
with demand for regulation (see Annex A7). 
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Overall, the findings are, in part, similar to what has been found for 
regulatory preferences regarding other risk technologies, although there 
are also some particularities to AI. It is notable that trust in political 
institutions showed to be irrelevant in the analysis, which differs from 
findings from other policy areas and for other technologies (Davidovic & 
Harring, 2020; Hammar & Jagers, 2006; Harring, 2016; Tosun et al., 
2020). It is also unexpected, based on previous research on regulatory 
preferences, that ideology plays only a weak role for attitudes toward 
the regulation of sustainable AI (e.g., Ingold et al., 2019). A reason for 
this could be that attitudes toward AI are anchored on the level of the 
personal values that we included in the model (importance of control 
and environmental concern) and that reduce the predictive power of 
political ideology to which these values are related (see also Dietz et al., 
2007). Most remarkably, the findings not only add to limited existing 
evidence that a future orientation matters for regulatory preferences 
(Dietz et al., 2007; Graham et al., 2017; Tosun et al., 2020), but also 
suggest that a future orientation is even extremely important for how 
people think about regulation for sustainable AI. It emerges clearly as 
the most important predictor in the analysis, more so than in studies on 
micropollutants (Tosun et al., 2020) and environmental policy (Dietz 
et al., 2007). 

The findings contribute novel evidence to a growing literature on 
how citizens think about AI and its regulation, thereby also com-
plementing research on regulatory preferences on other issues, such as 
emerging technologies. One should be careful when drawing conclu-
sions from these findings about suitable policies since adequate regu-
lation does not merely depend on the wants and needs of citizens. 
Nevertheless, the results do suggest that citizens generally support 
regulation of AI, even hard regulation, and that this is in considerable 
part due to their concerns about long-term impacts on the environment 
and humanity – besides the more direct and visible harms that AI may 
cause. As democratic politics, governed by the rhythm of regular elec-
tions, tends to have a short-time horizon (Wurster, 2013), policy on AI 
may well lack a strong emphasis on dealing with long-term effects. 

Overall, the findings thus have several implications for policy-
making. To align policies with citizens' views, injecting a citizen 
perspective on sustainable AI could correct for the short-time horizon in 
democratic policymaking. Indeed, the presented evidence on citizen 
attitudes suggests that policymakers have a mandate to adopt policies 
specifically to ensure the sustainability of AI and prevent long-term 
harms. Furthermore, the evidence also indicates that citizens would 
show even stronger support for soft regulatory measures, such as posi-
tive financial incentives, if policymakers appeared more competent to 
citizens regarding AI regulation. There is therefore room for policy-
makers to improve their reputation on the issue and devise innovative, 
soft regulatory instruments that orient the development and adoption of 
AI toward avoiding long-term systematic harms to society and the 
environment. Finally, policymakers' regulatory efforts may also have to 
consider the public image of tech companies. According to the findings, 
lower trust in tech companies among citizens translates into less legiti-
macy of soft regulation, while not increasing acceptance of hard regu-
lation. An erosion of public trust in these companies may thus constrain 
the space for acceptable policy action. 

Policymakers face no small task as regulating AI has even more far- 
reaching implications than is the case with other emerging and risk 
technologies given the importance of AI for the future prosperity and 
competitiveness of national economies. There is not only a race for 
leadership in AI technology, but also for AI regulation that establishes 
standards which promote the competitiveness of domestic industries 
(Smuha, 2021), and various countries, including the EU, have issued AI 
strategies that differ in the policy mix they envisage (e.g. Cath, 2018; 
Djeffal, Siewert, & Wurster, 2022; Filgueiras, 2022; Radu, 2021). 
Whether fostering sustainable AI is part of the winning formula remains 
to be seen. 
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